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Abst r act

Thi s docunent captures the issues that may arise in the depl oyment of
| Pv6 networks when they support Mbile IPv6 and firewalls. The
issues are not only applicable to firewalls protecting enterprise
networ ks, but are also applicable in 3G nobile networks such as
General Packet Radio Service / Universal Mobile Tel ecommunications
System (GPRS/ UMTS) and CDMA2000 networks.

The goal of this document is to highlight the issues with firewalls

and Mobile IPv6 and act as an enabler for further discussion. |ssues
identified here can be sol ved by devel opi ng appropriate sol utions.
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Le,

| ntroducti on

Networ k el enments such as firewalls are an integral aspect of a
majority of IP networks today, given the state of security in the
Internet, threats, and vulnerabilities to data networks. Current IP
networ ks are predom nantly based on | Pv4 technol ogy, and hence
firewal | s have been designed for these networks. Deploynent of |Pv6
networks is currently progressing, albeit at a slower pace.
Firewalls for I Pv6 networks are still maturing and in devel oprent.

Mobility support for |1Pv6 has been standardi zed as specified in RFC
3775. Gven the fact that Mobile IPv6 is a recent standard, nost
firewalls avail able for |1 Pv6 networks do not support Mobile | Pv6.

Unless firewalls are aware of Mobile I Pv6 protocol details, these
security devices will interfere with the smooth operation of the
protocol and can be a detrinment to depl oynent.

Mobile I Pv6 enables IP nobility for IPv6 nodes. It allows a nobile
| Pv6 node to be reachable via its honme | Pv6 address irrespective of
any link that the nobile attaches to. This is possible as a result
of the extensions to | Pv6 defined in the Mobile I Pv6 specification

[1].

Mobil e | Pv6 protocol design also incorporates a feature ternmed Route
Optimzation. This set of extensions is a fundamental part of the
protocol that enables optinized routing of packets between a nobile
node and its correspondent node and therefore optim zed perfornance
of the conmuni cation

In nbst cases, current firewall technol ogies, however, do not support
Mobile I Pv6 or are not even aware of Mobile | Pv6 headers and
extensions. Since nost networks in the current business environnent
deploy firewalls, this may prevent future |arge-scal e depl oyment of
the Mobile 1 Pv6 protocol

Thi s docunent presents in detail sone of the issues that firewalls

present for Mbile | Pv6 deploynment, as well as the inpact of each
i ssue.
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3.
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Ter m nol ogy

Return Routability Test (RRT): The Return Routability Test is a
procedure defined in RFC 3775 [1]. It is performed prior to the
Route Optim zation (RO, where a nobile node (MN) instructs a
correspondent node (CN) to direct the nobile node’'s data traffic
to its clained care-of address (CoA). The Return Routability
procedure provi des sone security assurance and prevents the m suse
of Mobile IPv6 signaling to naliciously redirect the traffic or to
 aunch ot her attacks.

Abbrevi ati ons

Thi s docunent uses the follow ng abbreviations:

0 OCN: Correspondent Node

0 CoA: Care of Address

o CoTl: Care of Test Init

o HA: Hone Agent

0 HoA: Hone Address

0 HoTl: Honme Test Init

0 HoT: Honme Test

o M\: Mbile Node

0 RO Route Optimzation

0 RRT: Return Routability Test

Overview of Firewalls

The foll owi ng section provides a brief overviewof firewalls. It is
i ntended as background information so that issues with the Mbile

| Pv6 protocol can then be presented in detail in the follow ng

secti ons.

There are different types of firewalls, and state can be created in
these firewal I s through different methods. |ndependent of the
adopted method, firewalls typically ook at five paranmeters of the
traffic arriving at the firewalls:
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o Source |P address

0 Destination |IP address
o Protocol type

0 Source port nunber

o Destination port nunber

Based on these parameters, firewalls usually deci de whether to all ow
the traffic or to drop the packets. Sone firewalls may filter only
incoming traffic, while others nmay also filter outgoing traffic.

According to Section 3.29 of RFC 2647 [2], stateful packet filtering
refers to the process of forwarding or rejecting traffic based on the
contents of a state table maintained by a firewall. These types of
firewalls are comonly depl oyed to protect networks fromdifferent
threats, such as blocking unsolicited incomng traffic fromthe
external networks. The following briefly describes how these
firewalls work since they can create additional problenms with the
Mobil e | Pv6 protocol as described in the subsequent sections.

In TCP, an MN sends a TCP SYN nessage to connect to another host in
the Internet.

Upon receiving that SYN packet, the firewall records the source IP
address, the destination |IP address, the Protocol type, the source
port number, and the destination port number indicated in that packet
before transmitting it to the destination

When an incom ng nessage fromthe external networks reaches the
firewall, it searches the packet’'s source | P address, destination IP
address, Protocol type, source port nunber, and destination port
nunber in its entries to see if the packet matches the
characteristics of a request sent previously. |If so, the firewal

all ows the packet to enter the network. |If the packet was not
solicited froman internal node, the packet is blocked.

VWhen the TCP cl ose session packets are exchanged or after sone
configurable period of inactivity, the associated entry in the
firewall is deleted. This nechani smprevents entries fromrenaining
when TCP are abruptly termni nated.

A similar entry is created when using UDP. The difference with this
transport protocol is that UDP is connectionl ess and does not have
packets signaling the initiation or term nation of a session
Consequently, the duration of the entries relies solely on tinmers.
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Anal ysi s of Various Scenarios Involving MP6 Nodes and Firewal | s

The foll owi ng section describes various scenarios involving M P6
nodes and firewalls and al so presents the issues related to each
scenari o.

The Mobile | Pv6 specifications define three main entities: the nobile
node (MN), the correspondent node (CN), and the hone agent (HA).

Each of these entities nmay be in a network protected by one or many
firewalls:

0 Section 5.1 analyzes the issues when the MNis in a network
protected by firewall (s)

0 Section 5.2 analyzes the issues when the CNis in a network
protected by firewall (s)

0 Section 5.3 analyzes the issues when the HA is in a network
protected by firewall (s)

The MN may al so be moving froman external network, to a network
protected by firewall (s). The issues of this case are described in
Section 5. 4.

Sone of the described issues (e.g., Sections 5.1 and 5.2) may require
nodi fications to the protocols or to the firewalls, and others (e.g.
Section 5.3) may require only that appropriate rules and
configuration be in place.
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5.1. Scenario Were the Mbile Node Is in a Network Protected by
Firewal | (s)

Let’s consider MN A, in a network protected by firewall (s).

S + +----+
| | | HA |

| | oo

| | Honme Agent

| +---+ +----+ of A +---+
|| Al | FW]| | B
| +---+ +----+ +---+
| I nt ernal | Ext er na
| WN | Node
| |

oo o - +

Net wor k pr ot ect ed

Figure 1. Issues between MP6 and firewalls when MN is in a network
protected by firewalls

A nunber of issues need to be consi dered:

| ssue 1: When MN A connects to the network, it should acquire a | oca
| P address (CoA) and send a Binding Update (BU) to its Home Agent
to update the HA with its current point of attachment. The
Bi ndi ng Updat es and Acknow edgenents shoul d be protected by | Psec
ESP according to the M Pv6 specifications [1]. However, as a
default rule, many firewalls drop | Psec ESP packets because they
cannot determ ne whet her inbound ESP packets are legitimate. It
is difficult or inmpossible to create useful state by observing the
out bound ESP packets. This may cause the Binding Updates and
Acknowl edgenents between the nobile nodes and their home agent to
be dropped.

| ssue 2: Let’s now consider a node in the external network, B, trying
to establish a conmunication with M\ A

* B sends a packet to the nobile node’s home address.

* The packet is intercepted by the MN' s hone agent, which tunnels
it tothe MNN's CoA [1].

* \When arriving at the firewall (s) protecting MN A the packet
may be dropped since the incom ng packet may not natch any
existing state. As described in Section 4, stateful inspection
packet filters (for exanple) typically drop unsolicited
incomng traffic.
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* Bwll thus not be able to contact MN A and establish a
conmmuni cati on.

Even though the HA is updated with the |ocation of an M\,
firewal | s may prevent correspondent nodes from establishing
conmuni cati ons when the MNis in a network protected by
firewall (s).

| ssue 3: Let’s assunme a communi cati on between MN A and an externa
node B. MN A may want to use Route Optim zation (RO so that
packets can be directly exchanged between the MN and the CN
wi t hout passing through the HA. However, the firewalls protecting
the MN might present issues with the Return Routability procedure
that needs to be perforned prior to using RO

According to the M Pv6 specifications, the Honme Test message of
the RRT nust be protected by IPsec in tunnel node. However,
firewalls mght drop any packet protected by ESP, since the
firewal | s cannot anal yze the packets encrypted by ESP (e.g., port
nunbers). The firewalls may thus drop the Honme Test nessages and
prevent the conpletion of the RRT procedure.

I ssue 4: Let’s assune that MN A successfully sends a Bi ndi ng Update
to its home agent (resp. correspondent nodes) -- which solves
issue 1 (resp. issue 3) -- and that the subsequent traffic is sent
fromthe HA (resp. CN) to the MN's CoA. However there may not be
any corresponding state in the firewalls. The firewalls
protecting A may thus drop the incomi ng packets.

The appropriate states for the traffic to the M\V's CoA need to be
created in the firewall (s).

| ssue 5: When MN A npves, it nay nove to a link that is served by a
different firewall. M\ A might be sending a BUto its CN
however, incom ng packets nmay be dropped at the firewall, since
the firewall on the new link that the M\ attaches to does not have
any state that is associated with the M

The i ssues descri bed above result fromthe fact that the MN is behind

the firewall. Consequently, the MN s conmunication capability with
ot her nodes is affected by the firewall rules.
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5. 2.
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Scenario Wiere the Correspondent Node Is in a Network Protected by
Firewal | (s)

Let’s consider an MN in a network, communicating with a Correspondent
Node Cin a network protected by firewall (s). There are no issues
with the presence of a firewall in the scenario where the MNis
sendi ng packets to the CN via a reverse tunnel that is set up between
the MN and HA. However, firewalls may present different issues to
Route Optim zati on.

o m e e o + +----+
| | | HA'|

| | b

| | Hone Agent

| +---+ +----+ of B

| |ON| | FW]|

|1 cl bt

| +-- -+ | +-- -+

I I | B

| | o
e + Ext ernal Mobile
Net wor k pr ot ect ed Node

by a firewal

Figure 2: Issues between MP6 and firewalls when a CNis in a network
protected by firewalls

The foll owi ng i ssues need to be considered:
| ssue 1: The MN (MN B) should use its Home Address (HoA B) when
establ i shing the comunication with the CN (CN C, if MN B wants
to take advantage of the nobility support provided by the Mbile
| Pv6 protocol for its comunication with CN C. The state created
by the firewall protecting CN Cis therefore created based on the
| P address of C (IP C) and the hone address of Node B (I P HoA B).
The states may be created via different neans, and the protoco
type as well as the port nunbers depend on the connection setup.
Upl i nk packet filters (1)
Source | P address: IP C
Destination | P address: HoA B
Prot ocol Type: TCP/ UDP

Source Port Nunber: #1
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Destination Port Number: #2
Downl i nk packet filters (2)
Source | P address: HoA B
Destination | P address: IP C
Prot ocol Type: TCP/ UDP
Source Port Nunber: #2
Destination Port Number: #1

Nodes C and B might be topologically close to each other, while
B's home agent may be far away, resulting in a tronbone effect
that can create delay and degrade the performance. M B may
decide to initiate the route optim zation procedure with Node C
Route optim zation requires MN B to send a Binding Update to Node
Cin order to create an entry in its binding cache that maps the
MN's hone address to its current care-of-address. However, prior
to sending the binding update, the mobile node nust first execute
a Return Routability Test:

* NMbbile Node B has to send a Honme Test Init (HoTl) nessage via
its home agent and

* @a Care of Test Init (COTl) nessage directly to its
Cor respondent Node C.

The Care of Test Init nessage is sent using the CoA of B as the
source address. Such a packet does not natch any entry in the
protecting firewall (2). The CoTi message will thus be dropped by
the firewall.

The HoTl is a Mbility Header packet, and as the protocol type
differs fromthe established state in the firewall (see (2)), the
HoTl packet will also be dropped.

As a consequence, the RRT cannot be completed, and route

optim zation cannot be applied. Every packet has to go through
Node B's honme agent and tunnel ed between B's hone agent and B
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| +------ + | N CoTl & HoTl A
| | CNC| | dropped by FW
|

|

|

|

Net wor k pr ot ect ed External Mobile
by a firewall Node

Figure 3: Issues with Return Routability Test

I ssue 2: Let’s assune that the Binding Update to the CNis

2006

successful; the firewall(s) might still drop packets that are:

1. conming fromthe CoA, since these incom ng packets are sen
fromthe CoA and do not nmatch the Downlink Packet filter

2. sent fromthe CNto the CoA if uplink packet filters are

t
(2).

i npl enented. The uplink packets are sent to the MN's CoA and

do not natch the uplink packet filter (1).

The packet filters for the traffic sent to (resp. from the CoA

need to be created in the firewall(s).

Requiring the firewalls to update the connection state upon
det ecting Bi ndi ng Update nessages from a node outside the net
protected by the firewall does not appear feasible or desirab

wor k
| e,

since currently the firewall does not have any means to verify the

validity of Binding Update nessages and therefore to nodify t
state information securely. Changing the firewall states wit
verifying the validity of the Binding Update nessages could
to denial of service attacks. WMalicious nodes nmay send fake
bi ndi ng updates, forcing the firewall to change its state

he
hout
ead

i nformati on, and therefore leading the firewall to drop packets

fromthe connections that use the legiti mate addresses. An
adversary mght al so use an address update to enable its own
traffic to pass through the firewall and enter the network.

I ssue 3: Let’'s assune that the Binding Update to the CNis
successful. The CN may be protected by different firewalls,
as a result of the MN s change of |P address, incom ng and
outgoing traffic may pass through a different firewall. The
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5. 3.

5.

firewall may not have any state associated with the CN, and
i ncom ng packets (and potentially outgoing traffic as well) may be
dropped at the firewall

Firewal | technology allows clusters of firewalls to share state
[3]. This, for exanple, allows the support of routing asynmetry.
However, if the previous and the new firewalls, through which the
packets are routed after the Binding Update has been sent, do not
share state, this may result in packets being dropped at the new
firewall. As the new firewall does not have any state associ ated
with the CN, incom ng packets (and potentially outgoing traffic as
wel ) may be dropped at the new firewall

Scenario Were the HAIs in a Network Protected by Firewal |l (s)

In the scenarios where the hone agent is in a network protected by

firewall (s), the follow ng i ssues may exi st:

4.

Le,

Issue 1: If the firewall (s) protecting the hone agent bl ock ESP
traffic, much of the MPv6 signaling (e.g., Binding Update, HoT)
may be dropped at the firewall(s), preventing M\(s) from updating
their binding cache and perform ng Route Optinization, since
Bi ndi ng Update, HoT, and other M Pv6 signaling nmust be protected
by | Psec ESP.

Issue 2: If the firewall (s) protecting the hone agent bl ock
unsolicited incomng traffic (e.g., as stateful inspection packet
filters do), the firewall(s) nay drop connection setup requests
from CNs, and packets from M\s.

Issue 3: If the hone agent is in a network protected by severa
firewalls, an MV CN s change of |IP address may result in the
passage of traffic to and fromthe home agent through a different
firewall that may not have the states corresponding to the fl ows.
As a consequence, packets may be dropped at the firewall

Scenario Were the MN Moves to a Network Protected by Firewall (s)

Let’s consider an HA in a network protected by firewall(s). The
foll owi ng i ssues need to be investigated:

Issue 1: Simlarly to issue 1 described in Section 5.1, the MN will
send a Binding Update to its hone agent after acquiring a local IP
address (CoA). The Binding Updates and Acknow edgenents shoul d be
protected by | Psec ESP according to the MPv6 specifications [1].
However, as a default rule, many firewalls drop ESP packets. This
may cause the Binding Updates and Acknow edgements between the
nobi | e nodes and their home agent to be dropped.
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6.
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I ssue 2: The MN nay be in a communication with a CN, or a CN may be
attenpting to establish a connection with the MN. In both cases,
packets sent fromthe CNwll be forwarded by the MN's HA to the
M\N's CoA. However, when the packets arrive at the firewall (s),
the incomng traffic may not match any existing state, and the
firewall (s) may therefore drop it.

Issue 3: If the MNis in a commnication with a CN, the MN may
attenpt to execute an RRT for packets to be route optinized.
Simlarly to issue 3, Section 5.1, the Hone Test nessage that
shoul d be protected by ESP nay be dropped by firewall(s)
protecting the MN. Firewall(s) may as a default rule drop any ESP
traffic. As a consequence, the RRT cannot be conpl et ed.

Issue 4: If the MNis in a conmunication with a CN, and assum ng t hat
the MN successfully sent a Binding Update to its CN to use Route
Optim zation, packets will then be sent fromthe CNto the MN' s
CoA and fromthe MN's CoA to the CN

Packets sent fromthe CNto the MN' s CoA nay, however, not natch
any existing entry in the firewall (s) protecting the M\, and
therefore be dropped by the firewall(s).

I f packet filtering is applied to uplink traffic (i.e., traffic
sent by the MN), packets sent fromthe MN's CoA to the CN may not
match any entry in the firewall (s) either and may be dropped as
wel | .

Concl usi ons

Current firewalls may not only prevent route optim zation but nay
al so prevent regular TCP and UDP sessions from being established in
sone cases. This docunent describes some of the issues between the
Mobil e I Pv6 protocol and current firewall technol ogies.

Thi s docunent captures the various issues involved in the depl oynent
of Mobile IPv6 in networks that would invariably include firewalls.

A nunber of different scenarios are described, which include

confi gurati ons where the nobile node, correspondent node, and home
agent exi st across various boundaries delimted by the firewalls.
Thi s enables a better understanding of the issues when depl oyi ng
Mobile IPv6 as well as the issues for firewall design and policies to
be installed therein
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7. Security Considerations

Thi s docunent describes several issues that exist between the Mbile
| Pv6 protocol and firewalls.

Firewal | s may prevent Mobile I P6 signaling in addition to dropping
i ncom ng/outgoing traffic.

If the firewall configuration is nodified in order to support the
Mobil e | Pv6 protocol but not properly configured, many attacks may be
possi bl e as outlined above: nalicious nodes may be able to | aunch

di fferent types of denial of service attacks.

8. Acknow edgenents
We woul d like to thank James Kenpf, Samita Chakrabarti, Garetta
Gerardo, Steve Bellovin, Henrik Levkowetz, and Spencer Dawkins for
their valuable comments. Their suggestions have hel ped i nprove both
the presentation and the content of the docunent.

9. References

9.1. Nornmtive References

[1] Johnson, D., Perkins, C., and J. Arkko, "Mbility Support in
| Pv6", RFC 3775, June 2004.

9. 2. I nformati ve References

[2] Newman, D., "Benchmarking Term nology for Firewall Performance",
RFC 2647, August 1999.

[3] Noble, J., Doug, D., Hourihan, K, Hourihan, K., Stephens, R,
Stiefel, B., Amon, A, and C Tobkin, "Check Point NG VPN 1/
Firewal | -1 Advanced Configuration and Troubl eshooti ng”, Syngress
Publ i shing Inc., 2003.

[4] Chen, X., Rinne, J., WIljakka, J., and M Watson, "Problem

Statenment for MPv6 Interactions with GPRS/ UMIS Packet
Filtering", Wrk in Progress, January 2006.

Le, et al. I nf or mati onal [ Page 14]



RFC 4487

Appendi x A, Applicability to 3G Networks

M Pv6 and Firewal |l s

May 2006

In 3G networks, different packet filtering functionalities may be

i mpl enented to prevent nalicious nodes from fl ooding or
ot her attacks against the 3G subscri bers.
functionality of 3G networks is further described in [4].

I aunchi ng
The packet filtering
Packet

filters are set up and applied to both uplink and downlink traffic:
out goi ng and i ncom ng data not matching the packet filters is
dropped. The issues described in this docunent also apply to 3G

net wor ks.
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